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Abstract

Work in Computational Affective Science and Computational Social Science explores a wide variety of research
questions about people, emotions, behavior, and health. Often they make use of language data that is first labeled
with relevant information such as the use of emotion words and age of the speaker. Even though many resources
and algorithms exist to enable such labeling, finding and using them is still a substantial impediment, especially to
practitioners in fields outside of computer science. Here, we present the ABCDE dataset (“Affect, Body, Cognition,
Demographics, and Emotion”), a large-scale collection of over 400 million text utterances from social media, blogs,
books, and Al-generated sources, annotated for a number of features relevant to computational affective and social
science. ABCDE facilitates inter-disciplinary research in wide range of fields, including affective science, cognitive
science, the digital humanities, sociology, political science, and computational linguistics.
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1. Introduction
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of or associated with low sentiment or valence, or
even subtle linguistic signals such as shorter, more
terse utterances. An excessive use of qualifiers
such as “I think", “probably", and “right?" suggests
a lack of confidence or assertiveness in one’s state-
ments. Linguistic properties of utterances are thus
immensely useful signals of our mental models and
processes, how we as humans perceive ourselves
and the world around us.

Similarly, in the broader domain of social sci-
ences, insights derived from textual data can com-
plement those derived from qualitative methodolo-
gies like surveys and self-reports. Computational
methods have the added advantage of enabling
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Figure 1: Overview of the ABCDE dataset.

research using a much larger and more diverse
pool of data when compared to lab studies with
smaller groups of participants, thereby increasing

the reliability of measurements. For example, Com-
putational Social Science (CSS) researchers have
used social media data to study mechanisms of in-
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fluence and information diffusion in social networks
(Goel et al., 2016), monitor public sentiment and
stance towards specific entities and topics (Dodds
et al., 2011), identify changes in the contextual-
ized semantic meanings of word types in different
communities (Lucy and Bamman, 2021), etc.

Another line of research that is of increasing inter-
est to linguists, cognitive scientists, and computer
scientists alike is the studying of Al-generated text.
Machine learning based training of multi-billion pa-
rameter neural networks has resulted in Large Lan-
guage Models that interface with and communicate
in natural language with surprising fidelity (Achiam
et al., 2023). Consequently, researchers are look-
ing at the outputs of these models to understand
statistical associations and biases that are encoded
in them, particularly as LLMs take on a larger role
in the data science pipeline as de-facto models for
classification, labeling, and synthetic data genera-
tion (Ziems et al., 2024; Farrell et al., 2025). Re-
searchers are also analyzing the "reasoning traces"
or chains-of-thought (CoTs) of these models to bet-
ter understand the artificial "cognitive" reasoning
processes in these models, and how they compare
with human processes (Korbak et al., 2025).

All of this research that makes use of "language
as data" relies on three key tasks as a pre-requisite
to subsequent statistical analyses: collecting the
textual data, tagging it with associated metadata
(extra-linguistic context), and the measurement of
features of interest (quantifying, for example, senti-
ment from tweets). The dynamic nature of pipelines
for data collection on the web, as well as the rapid
pace of development of computational models of
measurement for various constructs that are of inter-
est in the social sciences, make this a technically
challenging process for most researchers, espe-
cially those outside of computer science. Further,
even for those comfortable with natural language
processing, compiling and annotating a large num-
ber of diverse datasets and features is time and
labor intensive.

In this work, we compile and release ABCDE ,
a collection of text datasets automatically tagged
with metadata associated with speaker demograph-
ics, and labeled for 136 lexical features that are of
broad utility for researchers in the affective and so-
cial sciences. The selected datasets (aggregated
from various primary sources) span multiple do-
mains, genres, and time-periods. We group our
text features into five thematic sets: Affect, Body,
Cognition, Demographics, and Emotion.

Our primary motivation in creating this dataset
is to unify textual features that encode aspects of
behavior and cognition that are of interest to re-
searchers in the affective sciences. While emotion
and affect have been prominent topics of study
here, recent advances in embodied cognition em-

phasize how bodily awareness and interactions with
the environment shape many of these cognitive
functions, and have downstream correlations with
mental, emotional, and physical health (Wu et al.,
2025). We therefore include body part mentions as
a core feature of our dataset, allowing researchers
to quantify patterns at the intersection of bodily
mentions and emotions/affect. With Demographic
information, we also consider features that encode
social context, in addition to linguistic and lexical
features of the text itself. This is a crucial variable
for most research in the affective and social sci-
ences, where concepts like emotion and cognition
are not constant, stable traits, but demonstrate sig-
nificant variation with demographic features like
age, within and across population sub-groups — in
fact, it is this variation that is often the phenomenon
of interest.

We make our resource publicly available for open
access and use by researchers. We hope the
ABCDE dataset will facilitate inter-disciplinary re-
search in wide range of fields, including affective
science, cognitive science, the digital humanities,
sociology, political science, and NLP.

2. Related Work

The past several decades of research in compu-
tational linguistics and natural language process-
ing has led to the development of tools that can
be used to extract rich linguistic information from
textual data, such as StanfordCoreNLP (Manning
et al., 2014), NLTK (Bird et al., 2009), and spaCy".
However, these are aimed largely at researchers
with familiarity and expertise in these domains of
research, with rich programming experience, and
target features that are useful for linguistic analysis,
like part-of-speech tags and dependency relations.
In the social sciences, by contrast, researchers are
generally interested in quantifying more abstract,
higher-level features of text, like sentiment or emo-
tion intensity, political leaning, satire, literary quality,
etc. (Licht et al., 2025)

There exists a small but growing set of accessi-
ble text analysis toolkits that have a narrower focus
on specific domains of research. The Cornell Con-
versational Analysis Toolkit (Chang et al., 2020) is a
collection of datasets and computational scripts that
enable research into aspects of social networks,
conversational dynamics, and the sociolinguistics
of online interactions. GutenTag is an NLP-driven
tool for Digital Humanities research in particular,
with a web-based interface that automatically ex-
tracts several features of interest from literary texts
(Brooke et al., 2015). In the Affective Sciences
domain, packages like VADER (Hutto and Gilbert,
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2014) and Textblob? are widely used for sentiment
analysis. The Emotion Dynamics toolkit (Vishnub-
hotla and Mohammad, 2022) provides scripts to
quantify patterns of change in emotional expres-
sion in textual utterances over time.

A prime example of a text processing toolkit that
has seen broader use in the social, affective, and
cognitive sciences, and the digital humanities, is
LIWC (Linguistic Inquiry and Word Count), a propri-
etary software that quantifies several psychometric
properties of words to facilitate studying the links be-
tween language, cognition, and psychology (Boyd
et al.,, 2022).

We position ABCDE as not just a feature extrac-
tion tool, but a much more comprehensive reposi-
tory of data mapped to metadata and pre-computed
features. We compile, clean, and annotate multi-
ple text datasets from diverse domains that are of
broad interest to affective and cognitive science
researchers, including social media, blogs, and
Al-generated text. By pre-computing features for
these datasets, our resource lowers the technical
barrier of entry for many researchers, and also en-
courages reproducibility of empirical research in the
field. The ABCDE dataset therefore functions as
a much more thorough and standardized starting
point, on top of which researchers can directly apply
statistical methods of analysis in order to answer
various research questions.

3. The ABCDE Dataset

We compiled a large-scale, longitudinal collection
of textual datasets from various primary sources,
spanning data from social media platforms, books,
and blogs. Additionally, we compiled a selection
of Al-generated text, including human—LLM conver-
sational data, LLM reasoning traces, preference
datasets, and datasets from Al-generated text de-
tection tasks. We then computed and recorded the
text features enumerated in Section 3.2 for every
text instance in each of these datasets. Note that
a text instance can be defined at different levels
of granularity — features can be recorded at the
sentence-level (with each sentence in turn linked
to the original Reddit post, blog post, Al-generated
story, etc.), or for equal-sized chunks of tokens from
each dataset, among others. Our definition of what
constitutes a text instance differs from one dataset
to another, and is enumerated in Section 3.1 along-
side the dataset descriptions. In Section 3.2, we
expand on our annotated features and the methods
used to quantify them given a text instance.

2https://textblob.readthedocs.io/

3.1. Data Sources

We annotated datasets spanning millions of
records from Twitter, Reddit, blogs, books, and Al-
generated content:

Twitter (TUSC, 2015-2021): 45.2M geolocated
tweets sourced from the TUSC dataset (Vishnub-
hotla and Mohammad, 2022). Each tweet is con-
sidered an instance.

Reddit (Pushshift, 2010-2022): 78.6M posts
crawled from Reddit via Pushshift archives hosted
by the Internet Archive (Baumgartner et al., 2020).
We remove posts that are marked as adult
(over_18), promoted, containing images or videos,
and having fewer than 5 or more than 1,000 words;
each post constitutes a text instance.

Books (Google, 1800-2012): 177.1M 5-grams
from the English Fiction subset of the Google Books
Ngram Corpus (version 20120701) (Google Inc.,
2012). Each 5-gram is treated as an instance.
Blogs (Spinn3r, 2008): 34.2M personal blog en-
tries from the ICWSM 2009 conference (Burton and
Soboroff, 2009). Each blog post is an instance.
Al-Generated Texts (Various, 2022-2025): 68.9M
Al-completions from 15 distinct datasets, includ-
ing conversational texts (WildChat-1M (Zhao et al.,
2024), LMSYS-Chat-1M (Zheng et al., 2024),
PIPPA (Gosling et al., 2023), HH-RLHF (Bai
et al., 2022), Prism (Kirk et al., 2024), and APT
(Wahle et al., 2022); persuasive essays (Anthropic-
Persuasiveness (Durmus et al., 2024)); Al text de-
tection datasets (M4 (Wang et al., 2024), MAGE
(Li et al., 2024), LUAR (Soto et al., 2024)); rea-
soning traces (General Thoughts 430k (Reason-
ing, 2024), Reasoning Shield (Li et al., 2025),
SafeChain (Jiang et al., 2025), STAR-1 (Wang et al.,
2025)); and narratives (TinyStories (Eldan and Li,
2023)). For conversational datasets, we define the
LLM response from a single user—chatbot interac-
tion turn as a text instance (multi-turn conversa-
tions are split into multiple instances). Preference
datasets generally comprise of a pair of LLM gen-
erations (in response to a user prompt) along with
an indicator of the preferred generation; we take
each generation separately to be an instance of
Al-generated text. The Al-generated text detec-
tion datasets consist of LLM generations of varying
lengths, intended to simulate human text in spe-
cific domains like news articles and social media
posts; each generation is considered an instance.
For reasoning traces, we disregard the final model
output and only use the chain-of-thought text for
each query as the instance.

3.2. Annotated Features

We extract linguistic features through a set of lex-
icons, word lists, and regular expressions, orga-
nized along five dimensions relevant to compu-



tational affective science: Affect, Emotion, Body,
Cognition, and Demographics. Word lists and lexi-
cons as a measurement method offer several ad-
vantages, particularly in inter-disciplinary studies:
ease-of-use, generalization power, reliability, adapt-
ability, and interpretability, among others. Variation
in word choices across populations and data sub-
sets is also intertwined with multiple cognitive and
social processes relating to language use (such as
power dynamics, cultural and demographic factors,
medium of communication, etc.).

Affect and Emotion features are characterized us-
ing word association lexicons; Body and Cognition
features through a curated list of terms, compiled
from multiple sources, that indicate a strong associ-
ation with body and cognition-related activities; and
Demographic features through hand-constructed
regular expressions and heuristic rules. For the de-
mographic feature "Occupation”, for example, we
use a regex to parse self-disclosure statements of
the type "l am/work at/employed as [occupation]."
from a user, and apply the extracted term to all text
instances from that user. The demographic feature
"Age", which refers to the age of the user at the
time of posting, is computed by first using a similar
regex for age or date-of-birth, and then applying a
heuristic rule that combines this with the timestamp
of the post.

For each feature dimension (say, valence), and
each text instance (say, a tweet), we use the asso-
ciated word-level lexicon to compute an aggregate
instance-level score in multiple ways: the average
valence score of the constituent terms, a binary
flag indicating if a word from the valence lexicon is
present in the instance, and the count of the num-
ber of lexicon terms present in the instance. The
appropriateness of a particular aggregate measure
for a feature will depend on the specifics of the
research question being answered, and we leave
this decision to the users. For example, length-
normalized count features are more appropriate as
a comparative indicator for texts of different lengths,
rather than the average intensity score.

Affect: Affect refers to the fundamental neural
processes that broadly determine and regulate in-
ternal experiences of emotion, mood, and feel-
ings. Affective states are generally characterized
along three principal dimensions: valence (scale
of positive—negative), arousal (scale of active—
passive), and dominance (scale of competent—
incompetent / powerful-weak), together referred
to as VAD, which form our feature dimensions for
Affect. We match words against the NRC VAD lexi-
con (Mohammad, 2018a), which maps words to a
real-valued intensity score between 0 (lowest) and
1 (highest). We further define ‘High’ and ‘Low’ VAD
features, where only lexicon entries with scores
> 0.66 and < 0.33 respectively are considered.

Emotion: We compute average, count, and bi-
nary presence flag features for multiple discrete
emotions: the eight basic emotions of anger, antic-
ipation, disgust, fear, joy, sadness, surprise, and
trust, computed using the NRC Emotion Intensity
lexicon (Mohammad, 2018b); warmth, competence,
sociability, and trust using the WCST Lexicon (Mo-
hammad, 2025); and anxiety and calmness with
the NRC WorryWords lexicon (Mohammad, 2024).
Body: We identify Body Part Mentions (BPMs)
by matching text tokens against curated lists of
292 anatomical unigrams, bigrams, and trigrams
from Zhuang et al. (2024); Wu et al. (2025), cap-
turing mentions with possessive pronouns (e.g.,

“my heart”, “her hand”). Features are recorded as

binary flags for the presence of a body part men-
tion, and for each possessive pronoun, as a list of
BPMs used with that pronoun (i.e, MyBPM is a list
containing BPMs used with the pronoun ‘my’).
Cognition: We classify cognitive processes by
identifying “thinking words” derived from categories
outlined in Bloom’s Taxonomy and Queensland’s
Glossary of Cognitive Verbs.®* We categorize 98
unigrams into 11 categories (e.g., analyzing, learn-
ing, decision-making). A binary flag feature indicat-
ing presence is recorded for each category.
Demographics: We extract demographic at-
tributes, including age, occupation, gender, country,
city, and religion, using regular expression match-
ing and structured dictionary lookups. We map
occupations according to the U.S. Bureau of La-
bor Statistics Standard Occupational Classification
(SOC) system, and match gender, country, city, and
religion references against controlled vocabularies
from Wikipedia and Geonames datasets.® We pro-
vide a detailed overview of regexes used in our
code repository.

Focus features: We also identify pronouns (pos-
sessive and non-possessive) and verb tenses (past,
present, future) through direct lexical matching and
morphological tagging using the English UniMorph
dataset.® This enables quantifying linguistic us-
age patterns related to personal references and
temporal framing.

3.3. Lexical vs. ML Features

The measurement of a construct such as "anger"” or
"cognitive activity" given a text can be operational-

3https://adp.uni.edu/documents/
bloomverbscognitiveaffectivepsychomotor.pdf

“https://www.qcaa.qld.edu.au/downloads/senior-
qce/common/snr_glossary_cognitive_verbs.pdf

Shttps://en.wikipedia.org/wiki/List_of_gender_identities,
List_of_religions_and_spiritual_traditions,List_of countries

_and_dependencies_by_population,www.bls.gov/soc/2018,

https://public.opendatasoft.com/explore/dataset/geonames-
all-cities-with-a-population-1000/
6https://github.com/unimorph/eng
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ized as a feature in many ways, and is dictated by
the requirements of downstream use-case(s). If
the goal is to predict the level of anger expressed in
a single utterance by a person in real-time, trained
machine learning models or pre-trained large lan-
guage models will be more accurate than word-
level lexicon aggregates. If, on the other hand, our
goal is to measure the changes in anger levels ex-
pressed on Twitter in the USA over the last decade,
plotting the (normalized) density of usage of anger-
associated words in tweets from each year is a valid
measurement method.
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Percent of words per instance from the six Ekman emotion categories.

In other words, while lexicon-based methods are
not as accurate as neural models at instance-level
estimation (i.e, for estimating the sentiment of a
particular sentence), they are comparable and suf-
ficient when used as tools of aggregate-level anal-
ysis. This means that relative patterns of change,
for comparing emotional intensity across different
sources, or quantifying the patterns of changes in
sentiment over a temporal period (longitudinal anal-
ysis), can be estimated with high accuracy using
lexicon-based methods.

In Teodorescu and Mohammad (2023), the au-
thors empirically demonstrate that emotion arcs
(i.e, temporal fluctuations of valence intensity) ob-
tained with word-level lexicons of valence highly
correlate with the ground-truth arcs (with correla-
tion scores > 0.9) for social media texts, provided
certain hyper-parameters (like the width of the tem-
poral window) are appropriately set. In the domain
of digital humanities, Ohman et al. (2024) measure
the agreement of lexicon-generated arcs for classic
fiction novels with human annotation, and find high
consensus. In their work, the NRC emotion inten-
sity lexicon was customized to the literary domain
with a word-similarity measure, which is one of the
recommended practices for the use of emotion lex-
icons (Mohammad, 2023).

We note that ABCDE can in the future be ex-
panded to annotate emotion and affect features us-
ing highly-accurate instance-level estimation mod-
els; however, the measurements obtained with
lexicon-based features provide the necessary utility
for the aggregate-level analysis that is of interest in
the social sciences.

4. Key Research Questions

We use ABCDE to shed light on nine research
questions, grouped by feature family.

Q1. Affect-Emotion (AE): To what extent are
affect- and emotion-associated words used in dif-
ferent media?
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Figure 4: Q2. Body: Percent of instances with
a positive flag for possessive body part mentions
(e.g., my head/heart/etc.) by source.

Motivation. Affect and emotion lexicons provide
aggregate signals about how people express emo-
tion and affect across domains. These are central
to population-level work in affective and social sci-
ence to trace well-being, emotional contagion, or
cultural mood shifts. For NLP, these signals offer
interpretable, domain-portable emotion features for
sentiment modeling and model alignment.
Results. Figure 2 shows the length-normalized
counts (i.e, instance-level word density) of lexicon
terms for six core emotion categories. Observe that
Twitter has the highest emotion word usage rates
(e.g., ~1.4% joy tokens per instance), followed by
Books and Reddit. Al-generated text uses explicit
emotion words rarely (~0.01%). Figure 3 shows
the distributions of average intensity scores for
Valence, Arousal, and Dominance (VAD): human-
authored sources center around neutral-to-positive
valence (roughly 0.60-0.65), moderate dominance,
and mid-to-low arousal. Books and Al-generated
text display slightly lower arousal.

Q2. Body (B): How often do people refer to body
parts in text? Does it vary in different media?
Motivation. Body parts mentioned (BPMs) can re-
veal how people linguistically connect to their bod-
ies and thus how embodied experience manifests in
text. In CSS, BPMs allow measurement of health,
stress, or embodied metaphors in everyday dis-
course. In NLP, they can serve as features for
affective and health-related modeling.

Results. Figure 4 shows that Reddit (8.16%)
and Blogs (4.47%) contain the most possessive
BPMs (references to ‘my <BPM>’); Books and Al-
generated text contain very few. Figure 5 highlights
the most frequent first-person BPMs: my head is
most common (especially on Reddit with 0.91%),
while my heart appears more in Blogs (0.55%).
Mentions like my body, my face, and my hands
vary systematically with domain.

Q3. Cognition (D): How prevalent are cognition
(“thinking”) words across domains, and which sub-
processes are most/least common?

Motivation. Cognition vocabulary (understanding,
remembering, deciding, etc.) offers a linguistic win-

dow into reasoning and mental-state discourse. For
CSS, this enables cross-platform comparison of
analytical concepts (and one can draw relations
to emotional language). For NLP, such features
open a window into the interpretability of models of
deliberation, argumentation, and education.
Results. Figure 6 shows that human-authored
sources use these terms far more than Al-
generated text or Books. Blogs and Reddit lead
overall: words of understanding (5.68%/5.57%),
general cognition (3.94%/3.81%), and memory re-
call (3.55%/3.31%). Twitter shows the same rank-
ing of categories, but at lower overall rates (e.g.,
understanding ~1.09%). Al-generated text under-
expresses cognition terms across categories (e.g.,
problem solving ~0.09%, explanation ~0.20%).
Across corpora, analyzing is the least frequent cog-
nition term in our set.

Q4. Demographics-Age (D-Age): What are the
self-disclosed age distributions in different media?
Motivation. Age is a key demographic in CSS for un-
derstanding generational differences in discourse,
politics, or emotion, and in NLP for bias control and
stratified sampling. Self-disclosed age data helps
characterize who participates in online discourse
and calibrate downstream demographic analyses.
Results. Figure 7 shows that late teens to late 20s
are most common in Reddit, whereas the 30s are
most common in Twitter. Tails decline steadily there-
after. This suggests that Reddit users are markedly
younger than Twitter users.

Q5. D-Occupation: Which occupations are most
frequently self-disclosed?

Motivation. In most modern societies, occupations
are key parts of people’s identity, values, and so-
cial interaction. In CSS, they enable studies of
professional discourse, social stratification, and
belief-linked behavior. In NLP, such self-labels of-
fer interpretable subgroup features for fairness and
personalization.

Results. Figure 8 shows Reddit users often self-
identify as creative or technical professionals (e.g.,
musicians, software engineers), whereas Twitter
skews toward public-facing roles (e.g., journalists,
authors, executives).

Q6. D-Gender: Which genders do users most of-
ten self-disclose?

Motivation. Gender is a central dimension of so-
cial identity (and inequality). Self-identified gender
in text provides a precise, ethically grounded way
to study participation patterns, self-representation,
and language variation without resorting to gender
inference or heuristics. In CSS, this enables analy-
sis of representation and discourse norms; in NLP,
it supports fairness auditing in generation, pronoun
resolution, and toxicity detection.

Results. Figure 9 shows the majority of people
self-disclose as cis men and women, with smaller
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Figure 6: Q3. Cognition: % of instances with a positive flag for cognitive terms from different categories.
Dashed lines represent the average occurence of cognitive terms per dataset.
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Figure 7: Q4. Demographics: Age distribution of
posts with self-disclosed age.

but notable transgender (5-8%) and non-binary
(1—2%) self-descriptions. These values highlight
the presence of gender-diverse voices in online
spaces and illustrate the potential for intersectional
analyses when combined with other attributes (e.g.,
affect, occupation). Importantly, these reflect rates
among disclosed posts, not population estimates.
For downstream use, such disclosures serve as
positive-only labels—absence of gender mention
should be treated as missing, not negative.

Q7. D-Religion: With which religions do users
most often identify?

Motivation. Religious self-identification is an im-
portant dimension of cultural identity and social
behavior. In CSS, religion enables studies of moral
language, group cohesion, and polarization; in NLP,
it is critical for evaluating fairness, bias, or senti-

ment models concerning faith-related content.
Results. Figure 10 shows that users mostly iden-
tify with Christianity and atheism on both Reddit
and Twitter. On Reddit, Christianity accounts for
53.5% of religion-disclosing posts and atheism for
32.2%; on Twitter, Christianity (48.2%) and atheism
(34.7%) again lead. Agnosticism follows (Reddit
3.8%, Twitter 2.1%), with smaller communities rep-
resenting Hinduism, Sikhism, Islam, Judaism, and
Buddhism (each under 2%). Twitter exhibits rela-
tively greater religious diversity (notably Hinduism
and Sikhism) than Reddit.

Q8. D-Tense-Pronouns: How do tense and
pronoun usage differ by dataset?

Motivation. Tense and person reference capture
narrative stance and interactional focus, which are
core constructs in discourse and stylistics. For
CSS, they reveal how people recount vs. instruct,
self-narrate vs. address others. For NLP, they
support interpretable style transfer and alignment
of narrative voice in generation.

Results. Figure 12 shows that future tense is
rare (1.4-2.3%) across all media. Past tense
dominates Books (83.9%) and remains high
on Reddit (60.2%), Twitter (58.8%), and Blogs
(55.2%). Al-generated text slightly favors present
(50.5%) over past (47.8%). Pronoun distributions
(Figure 11) indicate that first-person usage is most
common on Reddit and Blogs (self-narration),
whereas second-person occurs more on Twitter
and in Al dialogues (addressivity).
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Figure 9: Q6. D: Gender distribution of posts with
self-disclosed gender.
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Figure 11: Q8. D: % instances with a positive flag
for a first-, second-, or third-person pronoun.

Q9. ABCDE: How can ABCDE support cross-
feature analyses across Affect, Body, Cognition,
Demographics, and Emotion?

composer l0.7%

Q5. D: Occupation distribution of posts with self-disclosed occupation.
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Figure 12: Q8 Coghnition: % instances with a posi-
tive flag for a specific tense verb or modal.
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Figure 13: @9. B,C: % instances with body and
cognition terms over 200 years in fiction books.

Motivation. Many questions in affective and social
science require connecting multiple linguistic sig-
nals at once; for example, how much embodied
words are being used compared to cognitive words,
and how that has changed over time. Cross-feature
views are a primary use case for ABCDE , which
provides ready access to many features on the
same instances and across instances over time.

Results. As a demonstration, let us say we are
interested in the rate at which body and cogni-
tion terms have been used over the last 200 years
in English-fiction books (Google Books 5-grams,
1800—2010). Figure 13 plots the results. Observe
that the share of instances with at least one body
term rises more than an order of magnitude — from
about 0.05% circa 1800 to roughly 0.50% by 1900.
It then still continues to rise, albeit at a slower rate



of increase, t0 0.62% in the 1930s—-1940s. There is
adipinthe years of World War 2 (1938 to 1945), but
it recovers back up to about 0.66% by 1950. Men-
tions of body parts plateaus to around 0.73-0.75%
after 1980. In contrast, the share of cognition terms
has always been higher than that of body terms and
perhaps more importantly, it has remained fairly
steady over time (hovering around 0.95-0.99%
from the late 19th to mid-20th century, with a slight
softening to about 0.97-0.98% in the 1990s and
2000s). Consequently, the body-to-cognition ra-
tio increase is stark from roughly 5% in 1800 to
about 77% by the 2000s (numbers not shown here)
suggesting a long-term rise in embodied language.
Researchers can exploit various combinations of
features in ABCDE to similarly explore research
questions of interest.

5. Conclusion

In this work, we presented ABCDE , a collection of
text datasets and linguistic annotations that capture
features of interest at the intersection of language,
affective science, cognition, and social science. We
make all artifacts of ABCDE available, along with
the associated code.

Additionally, we presented several representative
analyses that reflect the potential of this dataset
to answer fundamental research questions on the
nature of affect, cognition, and behavior, using the
rich signals encoded in language as data. Affective
Scientists, for example, can use this resource to
map the evolution of emotion word usage with age
and social culture, study which emotions are most
commonly associated with a focus on the self vs the
other, the strength of the connection between bod-
ily awareness and affective states, and the down-
stream impacts of such patterns on the mental and
physical health of populations. The social media
datasets in ABCDE can be used to answer central
questions in computational social science on how
social concepts are perceived and talked about in
different sub-networks, and the change in these
perceptions over time and in relation to real-world
events. The inclusion of Al-generated texts enables
a comparison of the ways in which large language
models imitate or differ from human usage of nat-
ural language at an aggregate level, along dimen-
sions such as emotion and cogitation, as well more
fine-grained analyses of the dynamics of human-
LLM conversations.

Limitations and Ethical Considerations

The scope and focus of our work was on English
corpora. Thus, much of the research that the cor-
pora and features enable are relevant to English

and North America. We discuss some of the rel-
evant limitations and ethical considerations below.
We hope this work will pave the way for creating
similar resources in various other languages, led
by speakers of those languages.

1. English is the only language represented in our
dataset. Many of the features of language use
that we enumerate and operationalize here
vary with language, and are reflective of un-
derlying differences in cognition, affect, and
behavior across population groups.

2. A large proportion of the data in the datasets
that we consolidate originate from North Amer-
ican users, and therefore is not representa-
tive of English-speaking populations from other
countries, regions, and cultures.

3. The lexicons we use to quantify various fea-
tures are also reflective of the usage patterns
and biases of the annotators involved in the
process, who are largely from the English-
speaking populations of US and Europe.

4. The broad use of static lexicons in our resource
also may not account for the variations seen
in language use with time, or across different
domains of data.

We refer readers to Mohammad (2023) for an
overview of the recommended practices in the us-
age of emotion lexicons, and Mohammad (2022)
for the ethical considerations that are relevant in
the use of automatic emotion recognition tools.
We also enumerate below some of the many eth-
ical considerations that apply to research in com-
putational affective science and social science:

1. Conclusions about language use, mental
health, emotionality, etc. should be consid-
ered aggregate, population-level indicators of
trends, rather than as tools for estimating or
predicting the behavior of individuals.

2. Conclusions drawn from our resource should
be validated by other sources of data and mea-
surement methods, such as controlled user
studies.

3. The creation of language datasets has sev-
eral socio-cultural biases encoded in the pro-
cess. What data, and whose data, is recorded,
digitized, preserved, and published, either on
the internet and in historical archives, is de-
termined by social systems of power and in-
fluence. Language datasets, however large,
should be critically interrogated to understand
whose worldview is being represented, and
to avoid over-claiming the generalizability of
conclusions.
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